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Problem of “label” only dataset
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Class
Label
_________________________________________________________________________________________________________________________________________________ - e ) - (]
. whether a scientist or janitor, black people are all obedient brutes ... HATE _ BERT
blacks have been programmed to love watermelon ... HATE —>
black people from the middle ages have always been watermelon-eating ... HATE feo | & [ [ B ][ e ][ & ] [E]

ﬁ_
Labeled Dataset - [E——

(Machine-Generated Data) Sentence 1 Sentence 2

Model may sensitive to spurious correlations

ToxiGen: A Large-Scale Machine-Generated Dataset for Adversarial and Implicit Hate Speech Detection., Hartvigsen et al., ACL 2022
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Labeling Explanation

. Zaidan et al., 2007
Salient Spans Dua et al., 2020

Natural Language Camburu et al., 2018
guag Rajani et al., 2019

Using Annotator Rationales to Improve Machine Learning for Text Categorization., Zaidan et al., NAACL 2007
Benefits of Intermediate Annotations in Reading Comprehension., Dua et al., ACL 2020

e-SNLI: Natural Language Inference with Natural Language Explanation., Camburu et al., NeurlPS 2018
Explain Yourself! Leveraging Language Models for Commonsense Reasoning., Rajani et al., ACL 2019
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Can we leverage explanation?

Class
Label

_‘

Ce () O]~ (W)
 Whether a sclentist or Janitor » MHE| people are 2 obec! entbrutes . HATE BERT

- [l &

G G J S5 R B L

....................... e e ............................................... s @m m@m ﬁ

E[CLS]

Sentence 1 Sentence 2

1) Leveraging explanation can accelerate model training?
2) Can we align human explanation with model explanation?
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This Talk

RQ1) Label-efficient training with human explanation

|
=

Unlabeled 5 Explanation
Instances Parsing / Encoding

Explanation
- ul :
' — : Softly Matching ||
£in = ; Module
USER Label
=E! Weak Label
e {:} Model
Recommendation |

LEAN-LIFE (Lee et al., ACL 2020 Demo)
TriggerNER (Lee et al., ACL 2020)
NEXT (Wang et al., ICLR 2020)

RQ2) Explanation-based Model Debugging

Explanatlon Generation & Vlsuahzahon

Ranki I | Instance Explanation
Instasce Visualization ] .

Explanation
Generation
on Train Data

p Task Explanation
Fattern Aggregation Visuafization

Model
Click instance explanation | -
: to add / remove g a
— S

Click task explanation
to add / remove . USER

XMD (Lee et al., EMNLP 2022 Demo Submission)
ER-Test (Joshi et al., TrustNLP@NAACL 2022)
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Label-Efficient Training with Human Explanation
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Simple Recipe for Modern NLP

Computing Power

*4 GLUE

o3 SuperGLUE
& Datasets

Labeled Dataset

i
BEA BMia ;A
BERT
leen| & |- [ [ Een] & ] IEI
H L I I
(o)) - () (e (] - F_1
Model
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Expensive Cost of Labeled Data Y
A Class
als (e ) ()
.1 GLU BERT
o SuperGLUE Iﬁﬂgl lillilj]H: (=]
@) Datasets ﬁwmm
Computing Power Labeled Dataset Model

Model and Computing power are transferable across applications,
but labeled data is not. Humans need to annotate for each application.
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Previous Efforts Toward Label-Efficient Learning \

Retrain
AAAA
G L Learning A AA AN

‘ L J . Dataset 1 ==»| System i 1-Initial 2~ Classifying “ A
Task 1 abelled 4 2 —» ICEEICS unlabeled data with gy Y 3-Re-train the
— e @ PO  optimization the trained classifier VRV classifier
Labeled A" on (o5 C5PDA) to label them zﬂ%ﬂ“

trainin Unlabeled pool

ﬁ‘v U o
Learning Many
L J ad Waaad O%W

Select queries

Oracle (e.g. human annotator) (acquired duringuse) ~ ©

Active Learning Transfer Learning Semi-Supervised Learning
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Capture and Leverage High-level Supervision

Easy to Use Annotation Framework

Explanation

X

is the president of the University of Southern California .

B,
N

Il

Faster learning w/ Explanations

The word "Paris" appears left before "president"

+ Add Additional Explanation

Paris is the president of the University of Southern California

Recommendation section

LEAN-LIFE (Lee et al., ACL 2020 Demo)

Explanation
Parsing / Encoding

Softly Matching
Module

Weak Label

T
. E Model

TriggerNER (Lee et al., ACL 2020) -> NER
NEXT (Wang et al., ICLR 2020) -> RE
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Form of High-level Supervisions (Explanation)

SUBJ OBJ
The increase is caused by the absorption of UV radiation by the oxygen and ozone.

Cause-Effect Because the phrase “caused by” occurs between SUBJ and OB]J > Natural Lan guage

UNLABELED SUBJ —
sentence  1he burst has been caused by water hammer pressure

Cause-Effect

B-RESTAURANT I-RESTAURANT

We had a fantastic lunch at Rumble Fish yesterday, where the food is my favorite.
P «

bl /ﬁ
\ i /J/j ‘\ “ Trigger

Had lunchat — ~—~———— Where the food

(Rationale, Attention)

UNLABELED 1 had a dinner at McDonalds, where the food is cheap
SENTENCE

B-RESTAURANT
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Form of High-level Supervisions (Explanation)

SUBJ OBJ
The increase is caused by the absorption of UV radiation by the oxygen and ozone.

Cause-Effect Because the phrase “caused by” occurs between SUBJ and OB]J > Natural Lan guage

SUBJ OBJ

USI;I;AIE;LCEED The burst has been caused by water hammer pressure Neural Executio n‘ tree
for NL explanation

(Wang et al., ICLR 20)

Cause-Effect

B-RESTAURANT I-RESTAURANT
We had a fantastic lunch at Rumble Fish yesterday, where the food is my favorite.

\ p /ﬁ ' /9‘ ? A §//>« 5///‘« Ki//ﬁ .
)&Had lu;lch atK *"'““/ é \*\——‘- Where the food Trl gger
(Rationale, Attention)
gﬁi}l‘c? I had a dinner at McDonalds, where the food is cheap TriggerNER
B-RESTAURANT (Lee et al., ACL 20)
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Neural Execution tree for Soft Matching

Explanation
Parsing / Encoding

Logical Form

def LF (x) :

Return (1if : And (Is ( Word ( ‘who died’ ), AtMost

( Left ( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who
died’ ), Between ( SUBJECT , OBJECT) ) ); else 0)

Explanation

The words “who died” precede OBJECT by no more than

three words and occur between SUBJECT and OBJECT

\
N

)
I\

=&
Gi==1S7
=

Information Sciences Institute

USC Viterbi

School of Engineering



Neural Execution tree for Soft Matching

Explanation
Parsing / Encoding

Neural
Execution Tree

Logical Form Sentence

def LF (x) : | SUBJECT was murdered on OBJECT |
Return (1if : And (Is ( Word ( ‘who died’ ), AtMost

(Left ( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who | SUBJECT was killed in OBJECT |

died’ ), Between ( SUBJECT , OBJECT) ) ); else 0)

Explanation | sUBJECT, who died on OBJECT |

The words “who died” precede OBJECT by nomorethan | weeeee
three words and occur between SUBJECT and OBJECT
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Neural Execution tree for Soft Matching

Explanation
Parsing / Encoding K
was murdered | | was murdered ' was murdered was murdered
on OF on | on on
( Word ( who died )) | Between(SUBJECT, OBJECT)) | (Word(who died)
Softly Matching | AtMost (Left(OBJECT), Num(3 Tokens)) |
Module

Neural
Execution Tree

Logical Form Sentence

def LF (x) : | SUBJECT was murdered on OBJECT |
Return (1if : And (Is ( Word ( ‘who died’ ), AtMost

( Left ( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who | SUBJECT was killed in OBJECT ‘

died’ ), Between ( SUBJECT , OBJECT) ) ); else 0)

| sUBJECT, who died on OBJECT |

Explanation
The words “who died” precede OBJECT by nomorethan | weeeee
three words and occur between SUBJECT and OBJECT
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Neural Execution tree for Soft Matching

Explanation
Parsing / Encoding

Softly Matching
Module

Model

matching score
max(pl+p2-1, 0)

argmax(pl*p2)  pl = —— P2 argmax(pl*p2)

(03,02,09,02,04 ] | (061,111 0,1,1,10 - [03,02,09,02,04

]

[s ]

( Word ( who died ) ) | Between(SUBJECT, OBJECT)) ‘ (Word(who died)

’ AtMost (Left(OBJECT), Num(3 Tokens)) l

Neural
Execution Tree

Logical Form

Sentence

def LF (x) :

Return (1if : And (Is ( Word ( ‘who died’ ), AtMost

( Left ( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who
died’ ), Between ( SUBJECT , OBJECT) ) ); else 0)

Explanation
The words “who died” precede OBJECT by no more than
three words and occur between SUBJECT and OBJECT

| SUBJECT was murdered on OBJECT |

| SUBJECT was killed in OBJECT |

| sUBJECT, who died on OBJECT |
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TriggerNER (Train)

Paris is the president of the student union.

|

Bidirectional LSTM Networks

\ | l

Structured Self-Attention Layer

v

B o N O O S N

Sentence Rep. | Trigger Rep.

Contrastive loss

Classification loss

[

Which type ?
, LOC, ORG ]
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TriggerNER (Train)

Paris is the president of the student union.
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Bidirectional LSTM Networks

Bidirectional LSTM Networks

\ | l

Structured Self-Attention Layer

v

B o N O O S N

Trigger-based
Global Attention

Sentence Rep. | Trigger Rep.

CRF Tagging Layer

Contrastive loss

Classification loss

B-PER O O O OO0 O @)

is the president of the student union.
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TriggerNER (Inference)
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Kezh is the leader of the student union.

l

Bidirectional LSTM Networks

Paris is

the president of]the student union.

Trigger-based
Global Attention

A

Trigger Rep.

CRF Tagging Layer

is the leader of the student union.

B-PER O O O OO0 O @)
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Label Efficiency

NeXT.. ICLR 20 TriggerNER., ACL 20
°

50 90 CONLL 2003

=———t--- 530 85
JSToooogio o
_____-:_"---- 500 86
040 ped o
8 i o 8
(] wn 75
- 35 ~
e w
Method
= NEXT 01 4
30 = = LSTM+ATT (S,) ------- BLSTM-CRF
----- Mean Teacher (S; + S,) 65 ___:__ :t:;mgi::g;)s)
25 Pseudo Labeling (S; + S,) —+— TMN(ours)
100 120 140 160 180 200 220 240 0570 20 30 40 50 60 70
#Explanations Percent of Sentences (%)
Annotation time cost : Annotation time cost :
Label + Explanation ~= 2X label Label + Trigger ~= 1.5X Label
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Explanation-based Model Debugging
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LM Performs well on ID Test set

Positive / Negative

Class
Label

—
L)) |

—O—{r

Ty ][ Tiser)

L) ()

BERT

I I (N [ IEI

[ 55 I U I S
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Sentence 1

Sentence 2
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LM Performs well on ID Test set
ID: Identically Distributed

Positive / Negative

Class
Label
—

Train 0] Gl G Test
....................................................... -
: Movie Reviews — — Movie Reviews :

H ) . L N
\_'_1 \—H
Sentence 1 Sentence 2
Labeled Data
Information Sciences Institute USC Viterbi

School of Engineering



LM Performs well on ID Test set

ID: Identically Distributed

Positive / Negative

Class
Label

—
<sT2 Train (G- G- G
Movie Reviews
(Rotten Tomatoes)

BERT

E

N

|E‘°LS‘ “ & Eiser) H Ei | I Ew I

G G [ 55 I U I S

—
[cLs] T:)k . T;:k [SEP] T::k i, T'ak
\_'_1

Sentence 1 Sentence 2

SST2 Test

Movie Reviews
(Rotten Tomatoes)

1
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Model URL Score Col .ASST-2
Vega v1 913 748 979
Turing NLR v5 C);' 912 736 976
DeBERTa + CLEVER 911 747 976
ERNIE C’; 91.1 735 978
StructBERT + CLEVER C’;‘ 91.0 793 97.7
DeBERTa / TuringNLRv4 C);l 90.8 7|5 975
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LM Performs well on OOD Test set ?

OO0D: Out-of-Distribution

SST2 Train

Movie Reviews
(Rotten Tomatoes)

Positive / Negative

L_aﬁ

(0] Clle)]- ()
BERT

I I (N [ IE |

H L L L

Sentence 1 Sentence 2

Movie Reviews
(IMDB)

Sentiment Analysis

SST

In-distribution Out-of-Distribution
Amazon Yelp Movies

93.4 L89_.1 89.0 82.0J
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Bias in NLP Model

Shortcut Learning

All possible decision rules . :
B - - - training solution
performs well on

training set

------------------ shortcut solution
performs well on training
set and i.i.d. test set

Pa - - ------- intended solution
i [ ) ‘ 5 performs well on training
o ( / “-‘ set, i.i.d. and all relevant
g ‘\.test #2 o.0.d. test sets

rules
i learnable by :
rules learnable by

. MLmodel#2 .

Shortcut Learning in Deep Neural Networks., Geirhos et al., 2020

Information Sciences Institute USC Viterbi
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Bias in NLP Model

Shortcut Learning

All possible decision rules

Rich veins of funny stuff in this movie! (Positive)
Is pretty funny. (Positive) el - " C T sssosse
Very funny film (Positive) :

Movie Reviews
(Rotten Tomatoes)

\ test #2

;' learnable by
ML model #1

rules learnable by
.. MLmodel#2 .

Shortcut Learning in Deep Neural Networks., Geirhos et al., 2020

Information Sciences Institute USC Viterbi
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Bias in NLP Model

Shortcut Learning

All possible decision rules

Rich veins of funny stuff in this movie! (Positive) LTI :
Is pretty funny. (Positive) el - " C T sssosse © $40 million of funny child movie (Negative)
Very funny film (Positive) :

Movie Reviews Movie Reviews
(Rotten Tomatoes) (IMDB)

........................................................................................................................

;' learnable by o :
ML model#1 _..»~ % ruleslearnableby !

.. MLmodel#2 .

Shortcut Learning in Deep Neural Networks., Geirhos et al., 2020
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*Slide contains harmful contents

Bias in NLP Model

Shortcut Learning -> False Positive -> Social Issue

Whether a scientist of janitor, black people are All possible decision rules
all obedient brutes (Hate)

Blacks have been programmed to love :
acts prog : Inthe past the only way to get a job for a
watermelon (Hate) : .
e A — - black person was to be a slave which was
Black people from the middle ages have always : .
h :  not fair for the black people (Not Hate)
been watermelon-eating (Hate)

Hate Speech Detection
Dataset

! rules

i learnable by o ;

ML model #1 ..»© % ruleslearnableby !
5 : . MLmodel#2 .

=
.
. e

Shortcut Learning in Deep Neural Networks., Geirhos et al., 2020
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Visualize “shortcut’ of the current model

Post-hoc Model Explanation

Model

RoBERTa large v

This model is trained on RoBERTa large with the binary classification setting of the Stanford
Sentiment Treebank. It achieves 95.11% accuracy on the test set.

Demo Model Card Model Usage

Example Inputs

Sentence

| am a gay black woman.

Run Model

Model Output Share

The model is very confident that the sentence Pls anegative sentiment.l

Post-hoc
Explanation

https://demo.allennlp.org/sentiment-analysis/roberta-sentiment-analysis

Model Interpretations whatis this?

> Simple Gradient Visualization
V' Integrated Gradient Visualization

See saliency map interpretations generated using Integrated Gradients.

Interpret Prediction

SENTENCE

<s> | Gam Ga.CbIack Gwoman . </s>

Visualizing the top 3 most important words.

> Smooth Gradient Visualization

Information Sciences Institute
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https://demo.allennlp.org/sentiment-analysis/roberta-sentiment-analysis

*Slide contains harmful contents

IDEA: Human feedback on Model Explanation

Model
Model Interpretations whatis this?
RoBERTa large v
This model is trained on RoBERTa large with the binary classification setting of the Stanford > Simple Gradient Visualization

Sentiment Treebank. It achieves 95.11% accuracy on the test set.

V' Integrated Gradient Visualization

Demo Model Card Model Usage
Post_hoc See saliency map interpretations generated using Integrated Gradients.

ER—— Explanation .|

Sentence SENTENCE

I am a gay black woman. " - .
i <s> | Gam Ga Gblack Gwoman . </s>

Hey Model

Visualizing the top 3 mosxgplc!rt§n’t1\poysl.d nOt focus on th,s Word"

Model Output Share

> Smooth Gradient Visualization
The model is very confident that the sentence Hfhs a negative sentiment.

Information Sciences Institute USC Viterbi

School of Engineering



XMD

An End-to-End Framework for Interactive Explanation-based Debugging of NLP Models

Explanation Generation & Visualization

Instance lanation |
Instance Basking l 'l Visualﬁxifaﬁon ]3

: § Explanation
. Train Data Generation
l Train - gRtes D . Task Explanation
Eattern Aggregation Visualization
B
Trained 3 R R I R R R IR R R R : Ul Ul
Model : &
W Click instance explanation | °
; to add / remove : ﬂ
— I S
: Click task explanation ;
: to add / remove . USER
Explanation-based Model Debugging
https://inklab.usc.edu/xmd/
Information Sciences Institute USCViterbi

School of Engineering


https://inklab.usc.edu/xmd/

Explanation Generation

Category of Explanation

Explanation-based Model Debugging

Is the explanation for an Is the explanation obtained
- Individual instance? . - Directly from the prediction?
- Al model? - Requiring post-processing?
Information Sciences Institute USCViterbi

School of Engineering



Explanation Generation

Category of Explanation

 Is the explanation for an
. - Individual instance?
- Local Explanation
- Al model?
- Global Explanation

 Is the explanation obtained
. - Directly from the prediction?
- Self-Explanation
- Requiring post-processing?
- Post-hoc Explanation

Information Sciences Institute
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Explanation Generation

Category of Explanation

 Is the explanation for an
. - Individual instance?
- Local Explanation
- Al model?
- Global Explanation

 Is the explanation obtained
. - Directly from the prediction?
- Self-Explanation
- Requiring post-processing?
- Post-hoc Explanation

Information Sciences Institute
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Explanation Generation

Local Post-hoc Explanation (Integrated Gradients)

Explanation-based Model Debugging

Baseline image Original image

1 / /
IntegratedGrads, (z) ::= (zi — ;) X /~0 oLl +g$xi(z_$ D) do

Axiomatic Attribution for Deep Networks., Sundarajan et al., 2017
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Task Explanation

e T Visualization

Instance-level Explanation

Click task explanation | *
to add/remove

Explanation-based Model Debugging

Words Ground truth: Hate Words Ground truth: Hate
All muslims are terrorists and need to be deported from this country All muslims are terrorists and need to be deported from this country
Model Output Prediction: Hate Model Output Prediction: Hate

m word word m word word

- m & G I DO DO og IO ourary All m are | (G5t and need to be deported from this country
| remove L reset _ x
(a) As a user clicks on a word in the sentence, pop-up (b) Once the user selects an operation for the selected word,
displaying operation options and a user selects an appropriate that word in the model output section is marked with an
operation for that word. operation symbol (remove: X, add: +).
Information Sciences Institute USCViterbi

School of Engineering



Task-level Explanation

‘Explanation Generation & Visualization

=
Train Data _ ¢ 24
4 or Teain Data

g
H : Pattern Aggregation

—

Sz

et ) |

Click instance explanation |-
to add / remove

Click task explanation | *
to add/remove

Explanation-based Model Debugging

2 terrorists
Document #1 Ground truth: Not hate Prediction: Hate
3. black
4. slave m C word
5. criminals There is a big difference between m and

Document #2 Ground truth: Hate Prediction: Hate

‘g -

word word

All m are and need to be deported from this country

PR msims T Corrent Word: musiims

2. terrorists
Document #1 Ground truth: Not hate Prediction: Hate
3. black
s slave BRTEI word word
5. criminals There is a big difference between m and
< n 2 > Document #2 Ground truth: Hate Prediction: Hate

IR ord L word
All m are and need to be deported from this country

(a) As a user clicks on a word in the list of global explanations

in the left panel, examples containing that word are displayed.

The user can select the appropriate operation for the word.

(b) After the operation for a word is selected, the word in the
left panel is marked with a color of the operation.

Information Sciences Institute
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Explanation Regularization

Task: SST-2 / Label Space: [Positive, Negative]

Step Pred c
Train instance I am a gay | black | man | Negative
1. Train Model & Attribution score 2"c (p)
2. Run Post-hoc Explanation | toward “Prediction” 0.1 0.05 0.05 0.4 0.3 0.1
3. Get human feedback Human selection del del
4. Compute ER term & Regularized attribution
5 Re-train Model T 0.1 0.05 | 0.05 0 0 0.1
. . _ — G G2
Explanation Regularization (ER) Term = LER = g (¢ (p) — tp)
pEex
Re-train the model with new loss term = L=L+ LER
Information Sciences Institute USCViterbi

School of Engineering



Instance-level Explanation Regularization

xplanation-based Model Debugging

Label c : Hate

All muslims are terrorists and need to be deported from this ‘country

v
gt Predp:Hat ]
Model 5.5 S e >==== Explanation
veve s = Importance Score @7 (w)
0.38 UOW 095 [EECEENPVIEVYRINER 091 | 077 | 095 | 095 |

’. USER Hey Model, you should not focus on this word!
‘l. Regularized Score t? (w)

RN 093 IUENNVL R VIRINEEN 094 | 077 0.95 | 095 |

Information Sciences Institute USC Viterbi
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Explanation Generation & Visualization

= P ) Slzz

Task-level Explanation Regularization

Input Importance Score »?(w) Regularized Score t?(w)
Label c : Hate Pred p : Hate Pred p : Hate
All muslims are terrorists 0.38 0.51 XX 038 0 051 m
Label c: Not Hate Pred p : Hate Pred p : Hate
muslims are | not | terrorists 052 059 [0 o o052 059
. , ' t
o | | 5 -
. HEE Hey Model, “muslims” is an
o me unimportant word for prediction
N &1n
Model Explanation USER

Information Sciences Institute USC Viterbi
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Experimental Results

Sentiment Analysis
Regularize ERLOSS 1, jisiribution  Out-of-Distribution
SST Amazon Yelp Movies
None None 934 89.1 89.0 82.0
Correct MSE 94.7 88.4 91.8 945
MAE 94.0 92.3 944 940

Table 1: Instance Explanation ID/OOD Performance
(Accuracy). Best models are bold and second best ones
are underlined within each metric.

Hate Speech Analysis
Regularize ERLOSS 1, jistribution  Out-of-Distribution
STF HatEval GHC Latent

None None 89.5 88.2 64.5 67.2
Correct MSE 89.2 90.1 623 679
MAE 89.1 90.1 593 649

Incorrect MSE 88.9 86.3 67.9 70.3
MAE 89.3 88.8 642 67.6

ALL MSE 90.0 88.4 63.8 67.0
MAE 89.7 86.9 665 702

Table 2: Task Explanation ID/OOD Performance (Ac-
curacy). Best models are bold and second best ones are
underlined within each metric.

Generalize well to Out-of-Distribution data
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