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LLM as Labeler

Example-based Data Creation

LLM as Generator

• LLMs can play an important role when access is only available to little data (PubMedQA, BioASQ, WinoGrande)
• (Tree)-based exploration limits the semantic distance between the seed sample and the created instances

Semantic meaning of 𝒚
If 𝒚 is an index or binary response, 
it is difficult to generate examples 

Need specific prompt 𝑾𝒚
If the label is “entailment” for NLI, 
prompt should include
“s1, in other words”

Has the UK been hit 
by a hurricane?
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Question: Has the UK 
been hit by a hurricane?
Option: [yes, no]
Answer: yes

Input / Output
(Single-formatting Example)

Question: Does France 
have a Prime Minister?
Option: [yes, no]
Answer: yes

Question: Have the San 
Jose Sharks won a 
Stanley Cup?
Option: [yes, no]
Answer: yes

…

Following ‘example’ to generate 
diverse examples

Question: Is Elon Musk 
the founder of Tesla?
Option: [yes, no]
Answer: no

Question: Are whales 
mammals?
Option: [yes, no]
Answer: yes

… Question: Is the capital 
of France Paris?
Option: [yes, no]
Answer: yes

Question: Is Python a 
compiled language?
Option: [yes, no]
Answer: no

…
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Self-reference

1) Random selection: DFS
2) Contrastive selection: DFS by selecting the large sematic different example
3) Similar selection: DFS by selecting the large semantic similar example
4) Tree selection: BFS
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Need unlabeled examples 𝑫𝑼
Curating diverse and representative 
examples to label is challenging.

• Models trained on LLM data are showing strong generalizability.
• Robustness and generalizability of real-world systems that often deal with inputs that are very different 

from carefully curated academic datasets.

API Cost (USD)

gpt-3.5-turbo as of June 2023 
(0.002 USD per 1K tokens)

Size of created data

https://github.com/microsoft/llm-data-creation


