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Motivation

Can large language models forecast the missing fact 
using in-context learning (ICL)?

Does ICL use heuristics?

NO, ICL does not rely on specific biases 
(i.e., frequency, recency).

It learns more sophisticated patterns 
from historical data.

TKG reasoning using ICL

(Superbowl, Champion, ?, 2023)
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Entity vs. Pair
Uni- vs. Bi-direction

Lexical vs. Index

Experimental Results

Entity: contains “Superbowl”
Pair: contains both “Superbowl, Champion”

Uni-: “Superbowl” placed in “subject”
Bi-: ”Superbowl” placed in “subject” or “object”

ICL using (Entity, Uni-direction, Index)-formatted prompt shows 
similar performance to supervised graph representation learning

Experimental Setup

Dataset is divided based on time where train < valid < test

Does ICL use time?

YES, ICL forecasts the next event 
by comprehending 

the sequential order of events.

History length scaling

Model size scaling

https://github.com/usc-isi-i2/isi-tkg-icl
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Train: 1~100
Valid: 101~200
Test: 201~250

Timestamps
Infer 201 using 1~200
Infer 202 using 1~201
Infer 203 using 1~202

Infer 201 using 1~200
Infer 202 using 1~200 + prev preds
Infer 203 using 1~200 + prev preds

Single-step

Multi-step


